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Productivity of knowledge workers vitally depends on the quality of information at hand. Though all the human knowledge is now publicly available via the Internet, it is a tough job to extract valuable information from such a huge stock. The long-awaited forthcoming “semantic search engines” capable of indexing the meaning of words and phrases, address this very problem. 

This publication considers semantic search engine with massively parallel architecture based on artificial neural networks, underlying functioning of human neocortex [1, 2].

The author presents biologically viable model of human “language acquisition device”, capable of inferring hierarchical structure of words (morphology) and sentences (syntax). The model learns the meaning of words out of their usage patterns. Words with similar meaning (synonyms) are used in a similar manner in the same contexts.

The basic module of the model is 2D adaptable uniform computational array (similar to recursive self-organized maps [3]). Hierarchy of such modules is capable of inferring hierarchical language structures (binary trees of letters, words, phrases, sentences, etc).

The massively parallel “semantic processor” prototype capable of indexing text meaning is presented as well as the results of its learning using large corpora of Russian texts. 
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